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ABSTRACT ARTICLE HISTORY
The proficient handling of data can undoubtedly be regarded as a key skill for the future. However, Received July 2022
the need for data competencies is not limited to traditional professions in the information technology Accepted January 2024
environment but is rather necessary across industries and work fields. Consequently, there is a call to KEYWORDS

integrate such Data Literacy and Data Science competencies into higher education teaching across the
breadth of study programs. This study, descriptive in nature, sheds light for the first time on the status
quo of this integration. For this purpose, a “Data Science Dictionary” has been developed, that structurally
maps a corresponding curriculum of the German Informatics Society (Gl). Using quantitative content analysis,
more than 13,950 distinct modules from three German study programs (Business Administration, Business
& Information Systems Engineering, Computer Science) at two different types of universities are examined.
As a result of this comparative study, concise “teaching portfolios” are compared between disciplines,
whereby the prevalence, proportion, and depth of the competencies integrated into the study programs
become transparent. Thus, this approach can provide a basis for discourse on the future integration of data
competencies into, for example, business study curricula; furthermore, it can track the resulting progress in
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Higher education

a longitudinal study. Supplementary materials for this article are available online.

1. Introduction

Data is the “new oil” of the global economy (World Economic
Forum 2019, p. 49). As a consequence, the ability to manage data
is undoubtedly one of the key future skills required in both pro-
fessional and private life (Kirchherr et al. 2019). The World Eco-
nomic Forum (WEF) report “Data Science in the New Economy”
(2019), for example, clearly emphasizes that Data Literacy and
Data Science (hereafter referred to as DL and DS) competencies
will be crucial for maintaining the competitiveness of economies
in the future and that the need to develop these competencies is
by no means limited to the typical information technology (IT)
jobs, but is rather necessary across many industries, regions, and
fields of work (Kirchherr et al. 2019).

The integration of DL and DS competencies in higher educa-
tion is a central pillar of competitive economic strategy (GI 2018;
Schwab-McCoy, Baker, and Gasper 2021). The University Edu-
cation Forum on Digitization (2017), for example, describes the
qualified handling of data as the central competence that should
be taught by universities in the 21st century. Consequently, the
profound integration of DL and DS content also makes current
study programs more attractive to students (Schwab-McCoy,
Baker, and Gasper 2021). However, as indicated above, the
development of these competencies should not be limited only
to traditional study programs in the field of IT and computer

science. Instead, DL and DS education should be instituted
across the breadth of higher education, that is, across domains,
disciplines, and fields of study (University Education Forum on
Digitization 2017; GI 2018; Kirchherr et al. 2019). In line with
this, there is also frequent reference to a “democratization of
[DS] education” (Kross et al. 2020). The Future Skills Initiative,
a network of approximately 3000 leaders in business and edu-
cation, addresses this need and has dedicated itself to promot-
ing curricula that establish data skills as essential cross-cutting
competencies across all fields of study (Initiative Future Skills
2019). Following this demand, the German Informatics Society
(german: Gesellschaft fiir Informatik) has started to work on the
precise formulation of the cornerstones of DL and DS education.
First, in a policy paper (German Informatics Society 2018), the
data competencies to be integrated into higher education were
outlined. Building on this, a detailed proposal was made for a
curriculum that incorporated DL and DS (German Informatics
Society 2019).

The study described in this article addresses the request that
the teaching of DL and DS competencies should be or rather
must become, a deeply embedded topic in all fields of study. In
this context, it is also essential to measure the corresponding
progress, as emphasized by (Bichler, Heinzl, and van der Aalst
2017, p. 79): “It is important to reflect this development also
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in our curricula” Accordingly, the first studies with this goal
can be found in the recent literature (see Hardin et al. 2021;
Schwab-McCoy, Baker, and Gasper 2021). In line with this,
our study aims to develop a feasible assessment approach that
describes (a) the distribution and (b) the intensity of integrating
DL and DS competencies in higher education. The question of
a corresponding analysis could be: To what extent are DL and
DS competencies already embedded in the curricula of specific
higher education disciplines, and how can this status quo be
characterized? To elaborate a substantive study based on such a
question, we examine module handbooks, an integral medium
for documenting and communicating study programs and their
curricula (see also Section 2). Specifically, we analyze a database
of more than 13,950 individual module descriptions of bachelor
courses from three study programs (Business Administration,
Business & Information Systems Engineering, and Computer
Science) as well as two types of universities (research universities
and universities of applied sciences). The first differentiation
(study programs) was chosen to distinguish a varying degree of
integration according to the increasing degree of technical (IT)
focus. Including two types of universities further broadened
the insights and allowed for comparing results between the two
groups. To analyze this extensive textual database, we applied
a computer-aided, quantitative content analysis (Krippendorft
2019). The measurement tool developed for the analysis is a
“Data Science Dictionary” (hereafter referred to as DSD), which
maps the contents of a representative DS curriculum (EDISON
Consortium 2018; GI German Informatics Society 2019) based
on 12 thematic categories with significant keywords. The DSD
is thereby a solution for measuring the presence of related topics
in the examined module descriptions. In summary, the research
question (RQ) of our study is as follows:

RQ: How can the status quo of integrating DL and DS
competencies into higher education be measured and assessed,
differentiated by:

(a) study programs (Business Administration, Business &
Information Systems Engineering, and Computer Science)
and

(b) type of university (research universities and universities of
applied sciences)?

In accordance with the research design, the contribution of our
study is 2-fold. The main contribution is that a robust approach
is proposed for assessing the status quo of DL and DS compe-
tencies integration regarding distribution and intensity. These
variables are also combined as dimensions in a concise teaching
portfolio. Assessments based on this portfolio can enable tar-
geted discussions for further development of such competen-
cies taught in higher education, for example, business degree
programs. In the future, discussing which data skills business
graduates should have will be relevant and to what degree these
skills are already included in the current study programs. The
repeatability of the proposed measurement approach (DSD)
also makes it possible to set up a long-term study on the gradual
progress of integrating DL and DS competencies across fields
of study. A further contribution is that exciting insights related
to higher education research are provided by comparing types
of universities and study programs, especially regarding the
higher education landscape. Based on these contributions—and

the fact that this descriptive study is the first of its kind—our
conclusions include specific implications for higher education
practice and research.

The article is structured as follows: Section 2 includes a
more in-depth discussion of typical DL and DS curricula. In
addition, the history and informative characteristics of module
handbooks are explained, and the relevant background of higher
education research is presented. Section 3 describes the research
approach and the developed measurement instrument (DSD).
Section 4 presents the results, followed by a discussion (Section
5) of their implications and limitations. The final Section 6
provides an outlook for further research.

2. Research Background
2.1. Data Science Curricula

In recent decades, there has been a shift toward competence-
oriented teaching in higher education (Bergsmann et al. 2015).
In this context, “competencies” can be generally understood as
learning outcomes (Bergsmann et al. 2015). However, they can
be described more specifically as “context-specific dispositions
which are acquired and which are needed to cope successfully
with domain-specific situations and tasks” (Blomeke, Zlatkin-
Troitschanskaia, and Kuhn 2013, p. 3). For our study, an exami-
nation of data competencies first requires that this broad area of
competence be defined and made assessable. For this purpose,
it is first of all necessary to better understand fundamental
concepts that can be difficult to separate: DL and DS. DL can
be understood as “the ability to collect, manage, evaluate, and
apply data in a critical manner” (Ridsdale et al. 2015, p. 2).
Accordingly, the term represents a fundamental understanding
of how decisions are informed by data and how to make use of
those data to support evidence-based decision making (Ridsdale
et al. 2015). DS, in contrast, is a more interdisciplinary field
and can be understood as a process that is both comprehensive
in scope and specific in its application. Scientifically sound
methods, procedures, algorithms, and systems are implemented
to extract generalizable knowledge from both structured and
unstructured data (Dhar 2013).

Since our study aims to comprehensively investigate the
overall competencies taught in higher education about data
understanding, processing, and analysis, neither of these two
terms described is intended to be referred to exclusively. How-
ever, to comprehensively and precisely capture the investigated
competencies, the design of our study adapts to a specifically
defined DS curriculum in terms of content. The rationale is that
the specific concept (DS) is more capable of covering the more
general concept (DL) than the other way around. This is why we
will uniformly refer to both as “DS” in the following.

Several proposals for DS curricula, in which structure and
content are often quite comparable, can already be found
(Anderson et al. 2014; De Veaux et al. 2017; Kauermann and
Seidl 2018; Mike 2020; Schwab-McCoy, Baker, and Gasper
2021). Cleveland (2001) early on proposed a curriculum for
DS that in its essence encompasses computer science, statistics,
mathematics, and application domains; its basic concept is still
valid today and provides a basis for various alternative pro-
posals, as noted by Kauermann and Seidl (2018). Nevertheless,



although comparable in their essential characteristics, the indi-
vidual proposals may have individual focuses. For example, the
Data Science Education Framework (DSEF) proposed by Song
and Zhu (2017) strongly focuses on project management skills.
In contrast, the Data Science Knowledge Framework proposed by
the Initiative for Analytics and Data Science Standards (IADSS)
(Fayyad and Hamutcu 2020) focuses on Big Data. The EDISON
Data Science Framework (EDSF) (EDISON Consortium 2018),
as another example, has a more emphasized focus on knowledge
of research principles and methods in comparison.

Building on previous frameworks, the German Informatics
Society (GI) has further elaborated a specific DS curriculum in
2019. A working group with renowned partners from research
and practice was involved in its development. Since this cur-
riculum forms the content framework for the analysis of mod-
ule handbooks, its main characteristics shall be discussed in
more detail. The DS curriculum of the GI (2019) consists of
14 competence areas and is closely related to the EDSF (EDI-
SON Consortium 2018). These areas define the specific learning
content required for the training of Data Scientists (see Table 2
for a detailed list). A characteristic feature is the consistent
integration of fundamental competencies from the subjects of
computer science, mathematics, and statistics, including specific
competencies in data security, data ethics, data governance, data
integration, and data visualization. In-depth analytical com-
petencies are taught using courses on data mining, machine
learning (deep learning), and business intelligence. The cur-
riculum is completed by a transfer of these competence fields
in domain—and organization-specific use cases. To customize
this curriculum to the varying requirements of specific student
target groups, these competence areas were profiled according
to the Anderson-Krathwohl taxonomy (Anderson et al. 2001)
for the professionalization of three ideal-typical groups of stu-
dents (referred to as “persona”). This means that the curriculum
defines specific degrees of training scope and depth depending
on the prior knowledge of the students. An example: a student
with a bachelor’s degree in computer science (target group “Per-
sona A”) needs to cover DS content at a different level (e.g., in
terms of the profile of mandatory and optional courses) than
a student from a completely different discipline with less prior
knowledge relevant to DS (target group called “persona C”).

This curriculum is particularly well suited as the framework
for the analysis of module handbooks because the DS com-
petence categories are both comprehensive and represented in
clearly separable categories. This precise categorization makes
it particularly suitable as the basis for a measurement tool. In
addition, the curriculum defines specific degrees of training
scope and depth depending on the prior knowledge of the stu-
dents, which are categorized according to the persona groups.
This differentiation beneficially clarifies the results, especially
concerning the targeted discussion of different training profiles
for varied educational backgrounds and goals. The development
of the measurement tool derived from this curriculum will be
described in detail in the Section 3 (Research Design).

2.2. Module Handbooks in Higher Education

The Bologna process in Europe, and with it the modulization
of the study programs, began in 1999 and aimed to introduce
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a harmonized and more compatible system for the higher edu-
cation in Europe (Federal Ministry of Education and Research
2015). The goals were to increase students’ international mobil-
ity and create a transnational labor market by increasing the
quality and standardization of the competencies needed for
the future (Federal Ministry of Education and Research 2015;
Westphal 2018).

To reach these goals, participating governments promoted a
uniform system for higher education at European universities
and established cross-national standards. Various activities and
structural guidelines were defined, including the creation of
comparable educational qualifications and a system of two-
level degrees within Europe, the Bachelor and Master degrees
(Kerres and Schmidt 2011), the introduction of a system of
easily understandable and comparable degrees (Diploma Sup-
plement), the introduction of a credit point system (European
Credit Transfer System/ECTS), and the promotion of mobility,
European collaboration, and dimensions (European Ministers
of Education 1999; Buttner and Vocke 2004).

All of these actions require study achievements that are
recognizable in each program and possess a certain degree of
comparability (Buttner and Vocke 2004). For this reason, the
modularization of study curricula was incorporated into the
Bologna Declaration (Kerres and Schmidt 2011). Modulariza-
tion thus pursued the holistic goal of the Bologna Declaration—
creating comparability, making educational pathways more flex-
ible, and ensuring employability (Buttner and Vocke 2004). The
presentation of study programs, by describing each program
with individual modules, helps to ensure an effective structure
(Buttner and Vocke 2004). In addition, the modules provide
students with reliable information about the study program,
such as contents, requirements, and integration into the overall
concept of the study program, or the relationship with other
modules offered (Standing Conference of the Ministers of Edu-
cation and Cultural Affairs 2000). Modules are therefore the
building blocks of every study program and can be understood
as teaching and learning units that are self-contained in terms of
time and subject matter (Winter 2018). An exemplary module
description of “Machine Learning” is attached in the Appendix
(see Figure A1) to illustrate the contents and structure.

A module handbook represents the documentation of all
modules offered to students within a study program. Hence, the
module handbook is “the” central document that fundamentally
controls teaching and learning activities in higher education
today and is often considered a synonym for “Bologna” (Kerres
and Schmidt 2011). Besides the study and examination regu-
lations of specific modules, module handbooks also serve as
essential documentation of the study program itself (Fregin et al.
2016). Consequently, the module handbook is also the basis for
accreditation procedures in which the “studyability” of a study
program is examined (Kerres and Schmidt 2011, p. 175).

The analysis of module handbooks is the main topic of this
article. We have found a few comparable studies in the literature
and will illustrate three exemplary module handbook analyses in
the following. First, the study conducted by Fregin et al. (2016)
was based on an empirical investigation into the study program’s
design and on the competencies that would be acquired. Specit-
ically, they analyzed the extent to which module handbooks
meet the Bologna requirements for competence orientation in
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terms of leadership, ethics, and responsibility in higher edu-
cation. This analysis enabled differentiated statements about
the formal and institutionalized anchoring of competencies in
university courses. A second study was conducted by Kerres
and Schmidt (2011) and investigated specific criticisms of the
Bologna reform and the modularization of study programs. For
this purpose, they analyzed whether the specifications for the
description of study programs defined by the education minis-
ters’ conference were met. Their analysis provided conclusions
about the “study reality” (Kerres and Schmidt 2011, p. 175) and
the extent to which the Standing Conference of the Ministers of
Education and Cultural Affairs specifications for the description
of the study programs have been implemented practically. The
evaluation showed a diversity of implementation practices of
Bologna requirements at universities and indicated a variety
of the module handbooks and their deviation from the spec-
ifications (Kerres and Schmidt 2011). Third, a recent study
from Foll and Thiesse (2021) focused specifically on examining
Information Systems (IS) curricula (in total, 90 programs, and
3700 distinct modules) using efficient text mining techniques.
As a result, an overall view of the differences and similari-
ties of the discipline’s curricula was created. This provided,
among other things, a contribution to targeted curriculum
design.

In contrast, our study examines the textual database of mod-
ule handbooks through quantitative content analysis to assess
the status quo of integrating DL and DS competencies in higher
education. This means that the focus is more on the investi-
gation of very specific teaching content than on the analysis
of documentation practice or the holistic characterization of
entire study programs. However, compared with the studies
mentioned, even this narrowed focus contributes to the inves-
tigation of characteristic features of Germany’s higher educa-
tion landscape. Moreover, the development and application of
a topic-specific dictionary is a methodological novelty in this
context.

2.3. Higher Education Research

The system of higher education in Germany is divided into
“(Research) Universities” and “Universities of Applied Sciences”
(hereafter referred to as UNI and UAS). This dual system char-
acterizes the tertiary level of higher education in the country
(Fichtl and Piopiunik 2017).

UNIs provide science-based education and conduct basic
research (German Rectors’ Conference 2021a). They are
research- and theory-based institutions and the most common
and obvious kind of higher education in Germany. Most have
a longer history than that of the UASs. Some UNIs have spe-
cialized in certain subject areas, such as technical universities
or medical universities. The original aims of establishing UASs
were to expand the range of courses, to include courses with a
shorter duration of study, and to provide a stronger practical ori-
entation. Later, application-oriented research and application-
oriented training as a basis for later professional activity were
added as central features of these universities (Federal Ministry
of Education and Research 2020; German Rectors’ Conference
2021a). According to the Federal Ministry of Education and
Research Germany, UASs drive innovation as well as new and

improved products and services (Federal Ministry of Education
and Research 2020).

Higher education research is a field of study that focuses on
the institutions of high education as the differences between
UNIs and UASs—and is currently considered a young field of
research. “Interest in topics of higher education research has
increased strongly in the German-speaking area in recent years”
(Society for Higher Education Research 2021). Nevertheless,
higher education research remains small in comparison to the
size of the higher education system (Teichler 2015). “Notably,
comparative studies got momentum and internationalization
became a major theme” (Teichler 2015, p. 1). For example, Lirk
and Zumbach (2015) compared the perceptions of (natural)
scientific working environments as reported by students at UNIs
and UASs. Another comparison between UNIs and UASs was
conducted by Fichtl and Piopiunik in 2017. They examined
the role of graduates of German UASs in comparison with
that of graduates of German UNIs in terms of research and
development (R&D) activities in the German labor market and
surveyed differences in labor market outcomes, such as income,
cognitive skills, and regional mobility. Another notable study by
Foll and Thiesse (2021) placed a specific focus on comparing
curricula and investigated the extent to which teaching content
in the Information Systems discipline differs in UNIs and UASs.

We contribute to this line of research by (a) analyzing differ-
ences in the delivery of a very specific course content (i.e., DS),
by (b) simultaneously conducting a comparative study not only
by the type of university but of three courses simultaneously,
and by (c) using a database of module handbooks (more than
13,950) that has not been used to this extent before.

3. Research Design
3.1. Research Approach and Process

Our study, descriptive in nature, assesses the integration of DL
and DS competencies in higher education. In doing so, our study
follows a deductive research approach (Hyde 2000) that is based
on an established and generalizable framework, an established
DS curriculum from the GI (2019), and attempts to determine to
what extent this framework is prevalent in a particular research
context (three study programs, and two university types).
Content analysis, the method used, is a research technique
for making valid inferences from texts to the contexts of their
use (Krippendorft 2019). This definition clearly emphasizes
the inferential nature of content analysis; its application typi-
cally requires well-grounded inferential frameworks (based on
existing theories, previous research, or experience) and rigor-
ous procedural (coding) rules to produce meaningful answers
to research questions that are based on valid observations of
unstructured texts (White and Marsh 2006). Within this frame-
work, our study first applies qualitative content analysis and then
quantitative content analysis. In the first step, qualitative content
analysis (Mayring 2004) is used to infer concepts relevant to the
dictionary development through the use of an inductive process.
Subsequently, for the implementation of the actual descriptive
study, a quantitative (computer-aided) content analysis is used
that implements a “measurement” of texts by detecting, count-
ing, and statistically analyzing predefined content, in the form
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- Outlook

Figure 1. Research Process.

of specific keywords. In this way, quantitative statements can be
generated that describe the appearance and extent of concepts
contained in the texts (Krippendorff 2019).

For thorough documentation of our study, the research pro-
cess is shown in Figure 1. The research process started with
(1) the theoretical justification of the motivation and derivation
of the research question (RQ). The corresponding discussions
are presented in the first two sections. For the preparation
of the descriptive content analysis, we conducted two parallel
processes. On the one hand, (2a) we developed the measure-
ment instrument in the form of a dictionary (DSD), which
is supposed to representatively capture the contents of a DS
curriculum (GI 2019). On the other hand, (2b) we established
a database, which ultimately contained bachelor curricula (i.e.,
module handbooks) from 280 universities with a total of more
than 13,950 module descriptions (see the following Section 3.2
for details). As part of (3) the descriptive content analysis, we
applied the developed DSD to the module handbook collec-
tion and generated results to answer the RQ. Finally, (4) we
interpreted the results to derive specific implications for further
university practice and research.

3.2. Research Data

The process of data collection for this examination of the tex-
tual content of module handbooks began with the selection
of individual study programs for inclusion, which was based
on the German Rectors’ Conference (2021b). We prioritized
individual bachelor study programs in the fields of Business
Administration, Business & Information Systems Engineering,
and Computer Science and identified the websites of the UNIs
and UASs. We then used a web crawler to search the universities’
websites for the corresponding module handbooks between
December 2018 and June 2019. The web crawler downloaded
these module handbooks, extracted and transformed the con-
tent, and stored it in an appropriate structural text format in a
database. In addition, the database also separated the learning
objectives and learning content of the individual modules, as
these represent the focus of our analysis. This structuring of the

module handbooks subsequently enabled us to carry out various
measurements and analyses, such as comparisons between UNI
and UAS, study programs, or even individual module offerings.
After the data extraction and structuring, systematic data
cleansing and pre-processing were completed (Feldman and
Sanger 2007). First, we manually excluded modules that were
only described in English (since our study took place in German
universities, the language of the modules was standardized to
German; the following data and results have been translated into
English) or had missing data in their database, as extraction was
not possible. In this way, the number of modules was reduced
to 13,951 at 280 German institutions of higher education (95
UNIs and 185 UASs). Table 1 gives an overview of the included
numbers of UNIs and UASs (95 and 185) and of the total
number of modules. In total, we examined 94 Business Admin-
istration study programs, 86 Business & Information Systems
Engineering study programs, and 100 Computer Science study
programs. Second, we prepared the textual data for later coding
by using two typical techniques of Natural Language Processing
(Manning and Schiitze 1999): first tokenization (extraction of
word components in the text document collection) and then
normalization (unification of nearly identical words) using a
lemmatization procedure that converts different word forms to
their base form or dictionary form, thus reducing variation in
the data. The Data pre-processing process and also the following
frequency analysis were performed with the tool WordStat 8.0.
The information value of our database is illustrated in
Appendix Figure Al by the example module “Machine Learn-
ing” Since our analysis of module handbooks seeks to measure
specific teaching content in the textual module descriptions,
the specific focus of the quantitative content analysis is on the
chapters of “learning objectives” and “learning content” The
mandatory learning objectives describe the knowledge a student
gains through participation in the module. The learning content
describes any subject-related, methodical, practical, and inter-
disciplinary content that should be taught (Standing Conference
of the Ministers of Education and Cultural Affairs 2010). The
result is a unique text database that allows deep insights into
the distribution and composition of teaching content in German
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Table 1. Research data overview.

Business administration Business & information Computer science Total
systems engineering
UNI UAS UNI UAS UNI UAS UNI UAS
Number of universities (i.e., n =94 (33.6%) n = 86 (30.7%) n =100 (35.7%) n = 280 (100%)
curricula) and shares (%) n=24 n=70 n=27 n=59 n=44 n=>56 n=95 n=185
(25.3%) (37.8%) (28.4%) (31.9%) (46.3%) (30.3%) (100%) (100%)
Total number of modules n =4,951(35.5%) n = 3,830 (27.4%) n=5,170(37.1%) n=13,951(100%)
and shares (%) _ _ _ _ _ _ _ _
n=1482 n = 3,469 n=1,318 n=2,512 n=2,795 n=2,375 n=>5,595 n=8356
(26.5%) (41.5%) (23.5%) (30.0%) (50.0%) (28.5%) (100%) (100%)
Average number of 52.67 4453 51.7 719
modules per curriculum 61.75 4956 48.81 4258 63.52 4241 84.80 64.80
Table 2. Data Science Dictionary (DSD) - categories of competence.
# Field of Competence # Field of Competence
1 Basics Mathematics & Statistics 7 Data Governance
2 Advanced Mathematics & 8 Data Integration
3 Statistics 9 Data Visualization
4 Basic Computer Science 10 Data Mining
5 Advanced Computer Science 1 Machine Learning/Deep Learning
6 Cryptography & Data Security Data Ethics & Data Privacy 12 Business Intelligence

higher education as this database covers the majority of all
higher education institutions in Germany.

3.3. Dictionary Development

Just as a questionnaire or interview must be structured to
generate knowledge, an analysis of textual content can also be
structured. The core of a sound content analysis is, therefore, a
clearly defined analytical construct that organizes the categories,
indicators, and underlying coding rules (Krippendorff 2019).
One widespread procedure is to develop a dictionary in which
distinctive thematic categories are modeled with appropriate
keywords (Beattie and Thomson 2007). Both the categories
used and the respective keywords should represent the the-
matic area to be analyzed as meaningfully and with as little
overlap as possible. For this reason, safeguarding objectivity
and validity in the development of this analytical construct
is always in the foreground (Krippendorff 2019). Given that
there is no such construct available for coding “DS,;” such an
analytical construct was developed exclusively for our analysis
of module handbooks. This dictionary—called the “Data Sci-
ence Dictionary” (DSD)—is designed to quantitatively capture
the existence of DS content in module descriptions. The com-
plete construct with its categories and corresponding keywords
can be found in the Appendix in Table Al. In the follow-
ing, this development process (see Figure 1) is described in
more detail.

As a first step, concise categories had to be created that
capture the DS theme as completely and validly as possible.
Such categories help to contextualize the measurement and give
our study the analytical depth that it requires. To safeguard the
objectivity and validity of these categories, Krippendorff (2019)
recommends using established theories or expert knowledge.
For our analysis, we relied on the DS curriculum proposed by
the GI (2019). The categories of DS competencies described in
this curriculum (see Table 2) can therefore be regarded as such a

well-founded framework. Table 2 defines the particular category
by number and field of competence. The categories are here-
after referred to as “#number of the category” Two categories
were not included because they represent cross-cutting, that is,
nonexclusive DS content (domain-specific applications, DS in
organizations).

In the next step, it was necessary to define relevant key-
words and to thematically allocate them to the appropriate
categories. Here, too, reliance on established theories or expert
knowledge is recommended (Krippendorff 2019). To identify
and allocate valid keywords, we followed a two-phase pro-
cess (see Figure 2). First, we developed a raw version of the
dictionary with a preliminary keyword collection before con-
ducting a Delphi study, a systematic and multistage survey of
experts, to have it reviewed by an interdisciplinary panel of
DS specialists. The phases are presented and explained in more
detail below.

3.3.1. Phase 1: Identification & Allocation of Keywords
(Inductive Content Analysis)

We developed the raw version of the DSD with a preliminary

keyword collection based on two sources:

e DS literature: The keyword indexes of a total of 24 textbooks
related to DS were automatically extracted, and duplicates of
keywords were removed. Subsequently, the keywords were
ranked based on the frequency of occurrence in the text-
book collection. As a next step, with the help of a panel
of experts, this list was further prioritized. Finally, a list
with a total of 142 keywords remained (referred to as “first
list”).

e DS module handbooks: This first list was supplemented by
keywords identified through inductive (explorative) content
analysis (Mayring 2004) of ten module handbooks for the
study program “DS” (the selected study programs were ref-
erenced in the underlying DS curriculum of the GI (2019).
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Figure 2. Data Science Dictionary (DSD) development - definition and allocation of keywords.

Three coders extracted significant words to describe “DS”
from these ten module handbooks. This list was also priori-
tized with the help of an expert panel, resulting in 449 words
(referred to as “second list”).

The keywords then had to be assigned to the appropriate cat-
egories to accurately capture the content of that category. Two
coders (research assistants) assigned the keywords from both
lists to the categories of the DSD. The assignment of key-
words was done independently in three rounds. An inter-coder
agreement concerning category assignment was subsequently
an acceptable 83.62% (first list) and 77.06% (second list). Dif-
ferences were discussed and corrected by consensus. The mean
assignment of both lists was an acceptable 79.36%, which in this
case indicates a sufficient level of reliability (Landis and Koch
1977).

Subsequently, we supplemented the raw version of the DSD
by adding further keywords from the underlying DS curriculum
(GI 2019) that were previously missing and by making them
directly assignable to the categories. Furthermore, we added
keywords that were found in each category’s individual subject
literature to ensure an even more comprehensive mapping of
each category of the DSD. Finally, the raw version of the DSD
included a total of 833 unique keywords, which were assigned
to 12 categories.

3.3.2. Phase 2: Verification of Keywords (Delphi Study)

The categories and keywords must be valid in the sense of the
question, “Are we really measuring what we want to measure?”
(Neuendorf 2002, p. 12). To test validity, one approach could be
to verify the construct by an uninvolved third party for plausibil-
ity “on its face” (“face validity”) (Neuendorf 2002). In phase two
of the dictionary development process, we therefore conducted a
two-round Delphi study “to obtain the most reliable consensus”
(Dalkey and Helmer 1963, p. 458). The Delphi study method
presents a systematic and multistage survey of experts. The aim
is to obtain the most reliable consensus of opinion among a
group of experts as a validation strategy (Dalkey and Helmer
1963). Our raw version of the dictionary was sent to a panel
of seven interdisciplinary experts for review (four professors
and three practitioners with experience in the field of DS). This
group had been assembled to ensure that at least one expert
could cover each of the following topics: mathematics, statistics,
computer science, business intelligence, machine learning, and
DS in general.

We conducted the Delphi study between December 2020
and March 2021 and collected data via E-mail. As the literature
for the classic Delphi study suggests four rounds, we consid-
ered implementation with two to six rounds to be a practi-
cable approach (Bradley and Stewart 2003). The number of
rounds “depends on the amount of time available, whether the
researcher has indicated the Delphi sequence with one broad
question or with a list of questions, and consideration of levels
of sample fatigue” (Hasson, Keeney, and McKenna 2000). We
decided to conduct a Delphi study with two rounds, as after two
rounds, we were able to reach an acceptable level of agreement
between all experts (agreement rate over 90%).

In the first round of the Delphi study, the individual experts
evaluated each keyword per category of the raw DSD concerning
the following questions:

Does the keyword describe DS appropriately and does the
word fit in the category?

Are there missing keywords in a category that need to be
added?

The experts had three weeks to answer the first round. After-
ward, we took one week to evaluate and summarize the first
round of the Delphi study and to clarify ambiguities. Before
giving feedback to the experts and sending the instructions
for the second round of the Delphi study, we calculated the
agreement rates between the respective experts for each category
of the DSD (see Appendix Table A3). In the literature, there
is no clear definition of an appropriate “agreement” among
experts in a Delphi study. In some cases, agreement rates of
51% are recommended (McKenna 1994), and in other cases, an
agreement rate greater than 80% is suggested (Green et al. 1999).
However, the low agreement rates (some less than 50%) of round
one of our Delphi study (see Appendix Table A3 column “Round
1-Agreement rate [%]”) prompted a second round (Hasson,
Keeney, and McKenna 2000).

To incorporate the initial feedback, we first preprocessed the
dictionary to an “intermediate” DSD. Keywords that were rated
as nonrepresentative for describing DS by at least two experts
were eliminated (number of keywords in Appendix Table A3
column “Round 1-Canceled”). New keywords that were added
(number of keywords in Appendix Table A3 column “Round
1-Added”) to a respective category by at least one expert were
integrated into the proposed category. The intermediate DSD
as well as the eliminated and added words were separately
represented to the experts for review in round two of the Delphi
study.
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Table 3. General proportions of modules with contents related to DS.

Business Administration

Business & Information Systems Engineering

Computer Science

UNI UAS UNI UAS UNI UAS
Total number of modules 1565 2315 4116
with DS content 486 1079 794 1521 2218 1898
Proportion (%) of modules 31.6 60.4 79.6
with DS content 328 3111 602 605 79.4 79.9
Average number of 16.65 26.92 41.16
g‘e"r‘i‘:]'reriscmisrr‘nDs content 2025 15.41 29.41 2578 50.41 33.89
Standard deviation (S.D.) 12.97 13.20 25.50
16.34 11.33 18.12 9.98 3321 13.21
Min. 1 6 1
4 1 9 6 12 1
Median 13 245 37
15 125 25 2 44 36
Max. 78 84 177
78 71 84 55 177 78
Extent of module 190.2 140.6 118.3
(in number of words) 1995 186.3 1305 145.9 116.9 1200

In round two, the intermediate DSD derived from round one
was reviewed by the experts. We also represented the eliminated
and added keywords from round one of the Delphi study to
cross-check them and to examine if the decision to eliminate
needed to be revised or if an added word was inadequate. If at
least one expert stated contradiction to elimination or addition
of a keyword, the decision was revised and the keyword was
kept or eliminated from the DSD. The experts were also asked to
cancel from or add more words to the intermediate DSD. After
round two, we examined agreement rates greater than 90% in all
12 categories of the intermediate DSD (see Appendix Table A3
column “Round 2-Agreement rate [%]”).

Finally, the Delphi study resulted in a comprehensive final
dictionary describing the field of DS. The final dictionary
included 12 categories and 781 keywords in total. Finally, the
suitability of the DSD could be tested and proven by the fact
that 71% of the incorporated DS keywords could be found in
the module handbooks of the diverse study programs (see a
coverage analysis by DS categories in Appendix Table A2; a list
of the top 25 keywords is provided in Appendix Table A5).

4. Results

4.1. Result 1: General Proportions (%) of Modules with DS
Content

In the first step, we analyzed how much DS-related content
(at this point without a differentiation according to the DS
categories) is taught in the individual study programs (Business
Administration, Business & Information Systems Engineering,
and Computer Science), also differentiated by university type.
Accordingly, the question we were trying to answer is: What
is the general proportion of modules with DS content in a study
program? For this purpose, we calculated the general propor-
tions (%) of modules with DS content (see formula 1). We first

identified the modules that contain any amount of DS content.
All module descriptions M; were screened per subgroup, such
as study program and university type, to determine whether
at least one keyword from the DSD (independently from the
category) was included in the documented learning objectives
or learning contents. The “i” is running from 1 to the number
of the respective subgroups (= 1, ..., n). Finally, Mpg was then
divided by the total number of modules M; per subgroup (e.g.,
the number of modules per study program; see also Table 1)
to calculate the general proportions (%) of modules with DS
content (the results are presented in Table 3):

Proportion [%] of modules with DS content
M,
_ 2 Mbps .

i

100 (1)

As a further indicator, the average number of modules M with
DS content per individual curriculum C (i.e., module hand-
book) was calculated. The underlying question is: How many
modules with DS content are offered on average in an individual
curriculum? This indicator can be described with the following
formula, where the corresponding averages per study program
can be found in Table 3:

Average number of modules with DS content per curriculum
_ 2 Mps,c

> Mc
In order to take into account the differences in documentation
practices by study programs, additionally, the extent (or length)
of the modules was assessed by measuring the average number
of words used (not only the DS keywords). Here it became
apparent that modules in the Business Administration programs
include significantly more words (190.2) than those in Business
& Information Systems Engineering (140.6; 35% less) and Com-
puter Science (118.3; 61% less). Since we perform a frequency

(2)



analysis of keywords, the varying amount of documentation
is thus also noteworthy for the assessment of the results. The
significance of these averages was also examined using further
indicators (S.D., Min., Median, Max.), which indicate that there
nevertheless appears to be a wider range and, in particular,
significant outliers in individual modules.

In summary, the presented proportions (in %) of modules
with DS content show an increase from Business Administration
with 31.6% to Business & Information Systems Engineering with
60.4% to Computer Science with 79.6%. Hence, this means that
the more technical the focus of the program of study, the more
DS content it includes. Since there are no significant differences
between the university types (UNI and UAS) within the study
programs, this in turn also confirms the differences between the
study programs, as the university types serve as the comparison

group.

4.2. Result 2: Proportions of DS Categories (%) within the
DS Modules

Our analyses also revealed which specific DS content was taught,
as measured by each of the 12 categories of the DSD. Put simply,
the question here is: If a module contains DS content, what
exactly is being taught? To answer this question, we determined
what the proportion (in %) of modules M with content related
to specific DS categories (DSC) is within the sum of modules
M with DS content (Mps). Specifically, the average propor-
tions of respective modules Mpgc per individual curriculum
C were first calculated (separated by subgroups, such as study
programs) to subsequently determine the overall average pro-
portions through division by the total number of considered
curricula C; of the subgroup (i =1, ..., n). C; contains in total
the individual bachelor curricula from 280 universities with
more than 13,950 module descriptions. Again, the occurrence
of the corresponding keywords in a module was decisive. The
calculation of this proportion is represented by the following
formula:

Mpsc, ¢
Mps, ¢

e x100  (3)

Proportion [%] of DS categories =

The complete results (including statistical significance tests) are
presented in Table A4 in the Appendix. Figure 3 graphically
depict the individual proportions of DS categories within DS
modules by study program, ordered by extent. For example, for
“Basic Mathematics & Statistics” in Business Administration,
19.6% of the respective DS modules represent the content, which
means contain associated keywords, of category #1. However,
this does not mean that Business Administration teaches “more”
math than Business & Information Systems Engineering (9.3%)
or Computer Science (12.4%). It simply means that math is given
more weight within the DS contents in this study program. In
short, within the totality of all DS-related modules, the topic of
mathematics occupies a higher share in the Business Adminis-
tration program than more specific DS topics. In summary, it
can be shown that DS primarily takes place in basic mathematics
and statistics in Business Administration. As another example,
13.4% of the modules in Business Administration reference
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business intelligence topics within the appearance of DS con-
tent (#12). Compared to the other study programs, this large
percentage stands out.

In Business & Information Systems Engineering and Com-
puter Science, DS primarily takes place in classical computer
science (#3), although individual characteristics are also present
(e.g., clearly different values in #7). “Special topics” such as
cryptography and security (#5) and data ethics and privacy (#6)
are represented as a marginal area (less than 5%) in all study
programs.

Examination of the significance of differences between study
programs shows that almost all are highly significant (p <0.05*).
Only #3, #4, #8, and #9 were not (p >0.05). We confirmed the
significance of the difference of means between the study pro-
grams by using the technique of one-way analysis of variance.
As presented in the detailed numerical results (see Appendix
Table A4), these significances can also be supported by the
comparison groups (UNI and UAS) since similar results can
be found between the study programs at the two types of
universities. The significance of differentiation of the means
between UNI and UAS was measured by using the technique of
a two-sample t-test (p-values are also represented in Appendix
Table A4).

4.3. Result 3: Density of DS Content within the
Corresponding DS Modules

We also examined the intensity to which the 12 specific DS
categories are taught in the documented modules (see Table 4).
The underlying question is: If a module contains specific DS
content, to what intensity is it taught? To answer this question,
we calculated the average keyword frequency KWF per DS
category DSC and corresponding DS modules Mpgc at the
individual level of a curriculum C. To put it more simply, this
measurement expresses how “dense” the proportion of category-
specific keywords is in the full corpus of words used in a
module description. Corresponding results can thus provide an
impression of the significance of a DS-specific category in the
teaching of a module. However, this measure brings a limitation
in regard to the interpretability. For example, concepts like
business intelligence can include important discussions of DS
without requiring much DS-specific terminology. The following
formula describes the calculation of this density, which was
ultimately divided by the total number of curricula C; (i =1, ...,
n) in the varying subgroups (e.g., study program) to represent
an overall average density:

KWFpsc,c
Mpsc, ¢

2.Gi

(4)
In this way, we could determine that, for example,
“Machine/Deep Learning” (#11) is taught in the different
study programs in three significantly different densities or
to different extents (p-values <0.05%). In Computer Science,
“Machine/Deep Learning” (#11) is taught most intensively,
with 1.97 keywords per module with corresponding content,
followed by Business & Information Systems Engineering
with 1.38 keywords per module (medium density). Business
Administration follows at a distance: only 0.58 keywords per

Density (¥ keyword frequency) per DS category =
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Business Administration 100% S 2% % LEEE
#  Category Proportion (%) | gp% 2%
1 Basic Mathematics & Statistics 19.6% 8.4%
80%
2 Advanced Mathematics & Statistics 11.3% 9.5% -
3 Basic Computer Science 18.2% 0% 11.3%
4 Advanced Computer Science 9.5% 60% s
5  Cryptography & Data Security 1.5% 50%
6  Data Ethics & Data Privacy 2.4% 40% 18.2% .
7  Data Governance 7.2% 30%
8 Data Integration 8.4% sou | 19:6%
9  Data Visualization 2.6%
10 Data Mining 3.9% ok
11 Machine Learning/Deep Learning 1.9% 0%
12 Business Intelligence 13.4% #1 #3#12 #2 #4 # #7  #10 #9 #6  #11  #S
Business & Information Systems Engineering 100% oy L%
#  Category Proportion (%) | 909 T ﬂ ﬂ’ —
1 Basic Mathematics & Statistics 9.3% 86 s ﬁ ]
2 Advanced Mathematics & Statistics 4.7% 72%
3 Basic Computer Science 32.6% o 9.3%
4 Advanced Computer Science 10.3% 60% 103%
5  Cryptography & Data Security 2.9% 50% Y
6  Data Ethics & Data Privacy 3.4% 40%
7  Data Governance 10.9% 30% i
8 Data Integration 6.6% 0%
9  Data Visualization 1.8%
10 Data Mining 3.1% 1ok
11 Machine Learning/Deep Learning 3.5% 0%
12 Business Intelligence 7.2% #3 #1  #4 #1 #12  #8 #2  #11 #6 #10 #5 #9
Computer Science 100% 230; 29% 19%
# Category Proportion (%) | 90% 449 - —_ =
1 Basic Mathematics & Statistics 12.4% 30% 6.9% [ s
2 Advanced Mathematics & Statistics 4.4% 0% 7.0%
3 Basic Computer Science 40.6% 10.4%
4 Advanced Computer Science 10.4% B 12.4%
5  Cryptography & Data Security 2.9% 50%
6 Data Ethics & Data Privacy 2.3% 0% g’
7  Data Governance 7.0% 30%
8 Data Integration 6.9% o
9  Data Visualization 2.4% vk
10 Data Mining 2.0%
11 Machine Learning/Deep Learning 4.8% 0%
12 Business Intelligence 1.9% #3 #1  #  #7  #8 #11 # O#5  #9  #6  #10  #12

Figure 3. Proportions of DS categories (%) by study program.

the corresponding module. As another distinctive example,
#12 “Business Intelligence” is also taught in three significantly
different densities: first Business & Information Systems
Engineering (most intensive: 3.50 keywords per module), next
to Business Administration (medium intensive: 2.39), and
finally Computer Science (less intensive: 1.35). These different
density levels can also be considered highly significant (p-values
<0.05%).

These results are confirmed by the UNI and UAS comparison
groups; study programs at the two types of universities show
similar densities. For example, #12 “Business Intelligence” in
Computer Science shows an overall density of 1.352 with an

average UNI density of 1.32 and an average UAS density of 1.38
(p-value = 0.87).

4.4. Result 4: DS Teaching Portfolio

Based on the results regarding “Proportion” (Result 2) and
“Density” (Result 3), a portfolio was constructed in the next
step that first outlined the status quo and then served as a
tool for tracking the future evolution of the integration of DS
competencies in higher education. The use of portfolios for
assessing integrated curricula has a long tradition (Carpenter,
Ray, and Bloom 1995). Although there are different definitions



Table 4. Density of DS content per corresponding module.
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Business Administration

Business & Information Systems Engineering Computer Science

UNI UAS UNI UAS UNI UAS
#1 Basics mathematics & statistics 5.03 4.50 4.1
p =0.05
4.65 517 4.08 4.70 3.85 4.31
p =0.56 p =024 p =0.26
#2 Advanced mathematics & statistics 1.89 1.82 1.89
p =095
1.95 1.86 1.57 1.95 1.94 1.75
p =0.78 p=0.11 p =0.57
#3 Basic computer science 2.78 391 3.96
p <0.007%**
3.21 2.63 3.71 4.00 4.05 3.89
p=0.16 p =038 p =0.65
#4 Advanced computer science 1.35 2.29 2.28
p <0007
1.28 1.38 1.85 2.50 2.07 2.45
p =0.58 p =0.01* p=0.12
#5 Cryptography and data security 0.47 1.71 2.13
p <0.0071***
0.75 0.38 1.17 197 1.58 2.56
p=0.13 p = 0.04* p =0.01*
#6 Data ethics and data privacy 0.76 1.31 1.19
p =0.01*
0.89 0.72 1.04 1.44 0.84 1.46
p =072 p=0.18 p <0.001***
#7 Data governance 1.50 237 2.19
p <0.007***
1.68 143 2.07 2.51 2.32 2.10
p =046 p =0.07 p =0.29
#8 Data integration 1.08 139 1.56
p <0.0071%***
1.44 0.95 1.21 1.49 1.60 1.53
p =0.02* p=0.11 p =0.68
#9 Data visualization 0.59 0.91 1.30
p <0007
0.21 0.72 0.74 0.99 1.39 1.24
p =0.01* p =044 p =0.60
#10 Data mining 0.90 1.66 1.63
p =0.01*
1.77 0.61 1.13 1.92 232 1.07
p =0.03* p =0.02* p =0.01*
#11 Machine learning/deep learning 0.58 1.38 1.97
p <0.007%**
0.88 0.48 1.29 1.43 2.22 1.78
p=0.18 p =0.62 p=0.11
#12 Business intelligence 239 3.50 1.35
p <0007
1.90 2.56 2.29 4.09 1.32 1.38
p =0.09 p <0.007*** p =0.87

NOTE. p-values: p >0.05; p <0.05%; p <0.01*¥; p <0.001***,

of portfolios in the context of teaching, they are united by the
basic characteristic that they are a “systematic and organized
collection of evidence used by the teacher and student to mon-
itor [...] the student’s knowledge” (Vavrus 1990, p. 48). With
this definition comes a broad range of potential purposes; for

example, portfolios can also be used to understand the com-
position and progress of curricula (Carpenter, Ray, and Bloom
1995). This purpose is addressed in our study by systematically
organizing the presence of the 12 DS competency categories to
be acquired by students in a portfolio.
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Business Administration
#  Category Proportion  Density
1 Basic Mathematics & Statistics 19.6% 5.033 @
2 Advanced Mathematics & Statistics 11.3% 1.887
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4 Advanced Computer Science 9.5% 1:352
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11 Machine Learning/Deep Learning 1.9% 0.578 9 °
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7  Data Governance 10.9% 2.368 1
8  Data Integration 6.6% 1.394 Gm 2 |
9  Data Visualization 1.8% 0.91 e 11 i
10 Data Mining 3.1% 1.664 ° E
11 Machine Learning/Deep Learning 3.5% 1.384 i
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#  Category Proportion  Density i
1  Basic Mathematics & Statistics 12.4% 4.111 :
2 Advanced Mathematics & Statistics 4.4% 1.887 i
3 Basic Computer Science 40.6% 3.959 @ : /3\
4 Advanced Computer Science 10.4% 2:299 i A
5 Cryptography & Data Security 2.9% 2.128 H
6  Data Ethics & Data Privacy 2.3% 1.185 i
7  Data Governance 7.0% 2.194 -7 @ i
8  Data Integration 6.9% 1.560 @ 6 !
9  Data Visualization 2.4% 1.304 m s i
10 Data Mining 2.0% 1.625 .
11 Machine Learning/Deep Learning 4.8% 1:979 - A
12 Business Intelligence 1.9% 1:352 0% 5% 10% 15% 20% / 40%

Figure 4. DS teaching portfolios.

A portfolio, as a transparent assessment tool, offers specific
advantages that make it particularly suitable for our study: (a)
it provides a basis for comparing and evaluating curricula, (b)
it allows for better communication and discussion, and (c) it
provides a basis for examining changes over time (Carpenter,
Ray, and Bloom 1995; Hartley, Frontczak, and Rudelius 2015).
The “DS teaching portfolio” (see Figure 4) is organized as a 2 x
2 matrix, where two independent dimensions are presented in
combination:

- “Proportion”: the x-axis describes in % how often a category
of the DS competencies occurs in the examined modules
per study program. For comparability, the scale is limited
to a maximum of 20% by default, although outliers are still
shown.

- “Density”: the y-axis describes how intensively a category
is addressed in a module based on the respective keyword
frequency (i.e., average keyword density per module).

In combination, the matrix thus provides insight not only into
the mere existence of a DS category but also into the intensity of
its treatment. The upper right quadrant, for example, indicates
that a DS category is not only taught very regularly but is also
addressed in greater depth. The extreme counterexample is the
quadrant at the bottom left, which depicts those competence
categories that rarely appear in module collections and are only
shallowly addressed. Therefore, this combined representation is
helpful for a well-founded assessment because it allows for the
identification of DS categories that appear regularly in a larger
proportion of the modules but are not dealt with in compara-
tively greater depth (see, e.g., #3 in the Business Administration
study program; Figure 4).

The portfolio illustrates that the integration of DS in Busi-
ness Administration (Figure 4) takes place largely through
mathematical-statistical topics (#1 and #2) and fundamental
computer science (#3). The "Mathematics & Statistics" (#1) is
addressed in approx. 20% of the modules and, in addition,



with greater intensity (approx. five keywords per module on
average). “Business Intelligence” (#12) stands out in this study
program as a competence that is addressed both regularly and
quite intensively (in 13.4% of the modules, with an average
of 2.4 keywords). Competencies of data handling (#7 or #8)
are represented less frequently. More specific competencies,
such as #5 “Data Ethics & Data Privacy” or #11 “Machine
Learning/Deep Learning,” on the other hand, are clearly niche
topics.

In Business & Information Systems Engineering (Figure 4),
the integration of DS competencies largely takes place via the
fundamentals of mathematics/statistics (#1) and computer sci-
ence (#3, #4). However, #3 “Basic Computer Science” stands
out clearly in proportion and density. In addition, “Business
Intelligence” (#12) and “Data Governance” (#7) are strongly
established. These topics obviously indicate a more pronounced
focus on business topics than is seen in Computer Science.
Here, too, special topics in DS, such as #9, play only a minor
role.

A comparatively stronger technical focus is reflected in the
Computer Science portfolio (Figure 4). Basic and advanced
computer science (#3 and #4) are by far the most frequently
and intensively represented. As a counterexample to the pre-
vious portfolios, however, #12 “Business Intelligence” is hardly
represented and treated only superficially.

In total, the portfolios clearly outline the central topics
through which DS competencies are integrated into study pro-
grams. The results illustrate that this currently happens pri-
marily via classical mathematics and statistics as well as basic
and advanced computer science. However, it is much more
interesting to see which contents play a minor to almost neg-
ligible role in comparison, which could ultimately trigger an
interesting discourse on future developments. More special-
ized or advanced DS competencies, such as data ethics or
data visualization, tend to be smaller niches across all study
programs that are offered comparatively rarely and in less
depth.

5. Discussion
5.1. Outline of the Status Quo

The main contribution of this article is to propose a robust
approach for assessing the integration of DL and DS com-
petencies in terms of distribution and intensity. Our corre-
sponding study, descriptive in nature, sheds light for the first
time on the status quo of integrating DL and DS in differ-
ent contexts of higher education. The examination, differen-
tiated by study programs (see RQ 1) and types of universi-
ties (see RQ 2), provides the necessary means of comparison
and, thus, analytical depth for the following discussion of this
status quo. A summary of four key findings will serve as a
discussion:

(1) The scope and depth of DS competencies increase with
the degree of technical orientation: The positioning of
Business & Information Systems Engineering as a cross-
disciplinary field between Business Administration and
technical Computer Science (see also van der Aalst et al.

2)

€)
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2018) is reflected clearly in the results. On average, 60.4% of
the Business & Information Systems Engineering modules
contain topics related to DL and DS (Business Admin-
istration: 32.6%; Computer Science: 79.6%). Additionally,
more in-depth coverage of the topics according to the
increasing technical degree of the study program can also
be observed, such as the density of the documentation of
#7 “Data Governance” or #11 “Machine/Deep Learning”
In general, this insight is not surprising. However, these
results are a first step toward determining the current status
quo and thereby providing a basis for public discourse.
A guiding question could be, for example, which topics
are relevant for classical, typically less technically oriented
business programs and consequently should be integrated
more extensively. Additionally, a comparison with future
states via a longitudinal study would make progress clear.
In this regard, however, it is deliberately not part of our
study to judge the extent and depth of the specific DS com-
petencies taught, for example, whether these competencies
are sufficient for broad integration in nontechnical study
programs.

DS skills are taught primarily through foundational courses
in mathematics & statistics and computer science: An exam-
ination of the exact competencies taught across all study
programs reveals that the handling of data is primarily
covered by general basics in mathematics and statistics as
well as computer science. This is in line with the minimum
requirements of common competency frameworks, such as
the EDSF (EDISON Consortium 2018) or the DS Knowl-
edge Framework of the IADSS (Fayyad and Hamutcu 2020).
But in fact, DS is much more than that (Schwab-McCoy;,
Baker, and Gasper 2021). The more specialized topics of
a DS curriculum (GI 2019), such as data ethics and data
privacy, are a niche subject in isolated modules (see the
following argument).

Specific DS competencies are taught only marginally and in
isolation in individual modules: The results provide further
potential for discussion concerning the opinion that the
purely technical handling of data is not considered suffi-
cient; among other things, a greater awareness of the crit-
ical handling of data is required (GI 2018; Song and Zhu
2017). This involves, for example, an awareness of ethical
as well as legal boundaries for the storage, processing and
analysis of data. Topics such as data ethics and data privacy
are therefore considered important educational content (GI
2019). After screening these more specialized modules, our
study shows that the teaching of these competencies, such
as data ethics, takes place almost exclusively in isolated,
mostly elective modules and is less integrated into modules
on other topics, such as those like marketing or market
research. A provocative question could now be whether
such issues, which are fundamental for dealing with data,
are given enough space, especially in the classical business
curricula. A corresponding discourse on the integration of
such topics in business education, as has been and is being
conducted for the topic of sustainability (see, e.g., Rusinko
2010), should also be carried out for the topics of DS
and DL.
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(4) The integrated DS competencies do not show overall signif-
icant differences by type of university: The two differen-
tiated types of universities (UNI and UAS) can be con-
sidered comparison groups within our analysis of module
handbooks. Based on the results, it is apparent that the
level of integration of DS competencies is largely homo-
geneous by type of university. First, although the average
number of offered modules varies by study program and
type of university (e.g., UNI: 84.8 and UAS: 64.80; see
Table 1), the general proportions (%) of modules with rel-
evant DS content are again very comparable (see Table 3).
Second, with specific exceptions in individual DS cate-
gories, there are no significant differences in the propor-
tion or density of DS competencies that are taught evi-
dently between types of universities. In sum, according to
these comparison groups, these results emphasize the sig-
nificance of the comparison between the study programs.
Uncovering this homogeneity is also an interesting finding
for higher education research. However, an as yet unan-
swered question for follow-up research might be how the
teaching of DS competencies varies by type of university.
Whether, for example, the practical application orientation
of the UAS is more pronounced in this context remains
unanswered.

Our study does not claim to make any specific recommen-
dations for the design of DS curricula (e.g., with regard to
the thematic weighting). Rather, this is to be left to the dis-
course based on these descriptive results. In this context, as
shown, study programs vary widely and have different require-
ments for the integration of DS skills. Here, the personas
proposed by the GI (2019) can support a targeted discourse
by indicating characteristics of teaching content (e.g., what is
mandatory or voluntary to be learned by whom). In summary,
this status quo can provide directions for further discourse
and comparative tracking in the sense of a longitudinal study.
This is certainly also interesting to evaluate the adaptation of
different curricula (such as EDSE, DSEF) and their specific
content.

5.2. Implications for Research

The results of our study provide specific implications for further
research. Four research perspectives are outlined below.

First, the idea and the design of our study are intended to
enable longitudinal tracking as well as comparative analyses.
The current results represent only the status quo of the integra-
tion of DS, which will certainly be expanded through ongoing
and future efforts. Regular tracking of progress—in thematic
direction and its scope—is possible, since on the one hand,
module handbooks are continuously updated, and on the other
hand, the measurement based on the DSD is repeatable in its
basic characteristics. In addition, the possibility of further com-
parative analyses is interesting. An international comparison of
higher education teaching could make national progress trans-
parent and, among other things, the effect of national funding
programs assessable.

Second, and in the same vein, the DSD can and should nev-
ertheless also be further developed. In fact, “the ever-evolving
nature of [DS]” (Schwab-McCoy, Baker, and Gasper 2021, p. 40)
isa challenging aspect of competency integration. The keywords
characterizing the DSD should be revised and extended since
new subject areas (and also technologies) will certainly emerge
and need to be mapped.

Third, module handbooks are a valuable and publicly avail-
able source of information about higher education teaching. It is
therefore surprising that they have rarely been used in research.
The research stream of curriculum mining (Kawintiranon et al.
2016; Aldowah, Al-Samarraie, and Fauzy 2019) is thus compar-
atively young and offers exciting research prospects. The juxta-
position of current topics in higher education curricula with the
currently required competencies in practical job advertisements
would allow a useful contrast of teaching and practice (Xun,
Gottipati, and Shankararaman 2015). Moreover, the nature of
module documentation has not yet been explored, for example,
in terms of the metrics that characterize them, such as scope or
heterogeneity of documentation.

Fourth, research into the higher education landscape could
further elaborate on the provided insights. Based on the results,
a theory-building explanation can be developed on how a new
core topic—as DS undoubtedly is—is incorporated and estab-
lished in existing teaching portfolios. Further, characterizing
differences between types of universities could be explored
more deeply. In this context, it can be particularly mentioned,
that the applied keyword-based measurement so far does not
consider contexts of the measured concepts. It would be inter-
esting to explore to what degree of competence the concepts
are expressed (such as “understand” vs. “apply”; according
to Bloom’s taxonomy, (1956)). In particular, this investiga-
tion would contribute to the further juxtaposition of UNIs
and UASs.

5.3. Implications for Higher Education

The results of our study also have implications for the practice of
higher education, especially when it comes to optimizing study
programs and their curricula. First and most fundamentally, the
description of the status quo provides stimuli for integrating
DS into study programs, such as business study curricula. If
data is the “new oil” of the business world, business graduates
cannot leave its handling solely to technically oriented experts,
who in turn are likely to have less understanding of business.
So it is certainly relevant to discuss what data skills, for example
business graduates, should have and to what degree these skills
are already included in the current study programs. In doing
so, the thematic structure of our study, with its 12 thematic
categories, also emphasizes an awareness of the complex scope
of this endeavor. Second, and building on this, the results of
our study provide a platform for topic-specific benchmarking
against averages across the higher education landscape. A com-
parative evaluation of a university’s study program can provide
the potential for the targeted further development of curricula
if, for example, thematic gaps become apparent. The benchmark



opportunity also allows students to compare the different study
programs and get an overview of the main contents of an indi-
vidual program.

5.4. Limitations

The limitations of our study can be discussed concerning two
points: database and methodology. Regarding the first, the
database that was used (more than 13,500 module descrip-
tions from three study programs) has a limiting effect on the
results. Although module handbooks generally follow a largely
standardized structure, there is nevertheless a wide variation
in the way the content is documented. Not every module
is described in the same way in terms of scope, detail, or
completeness. For example, two modules may describe simi-
lar content but use different words and different amounts of
words. Similarly, it is known that there exist curricular con-
tents that are not officially documented, but are taught infor-
mally as “Informal Curriculum” (Caza and Brower 2015). This
heterogeneity would be particularly influential in exploratory
(statistical) analyses (such as topic modeling). However, the
deductive approach of our analysis, identification of central
keywords, should accommodate this variation to a greater
extent.

The methodology of deductive, dictionary-based content
analysis has proven to be an efficient means of processing
the large data source as well as a large number of keywords.
The technique’s advantage, however, also contains its limita-
tions (Beattie and Thomson 2007). The applied methodol-
ogy of deductive content analysis is always associated with
potential limitations. In particular, the use of a dictionary as
a measurement tool is associated with restrictions in terms of
validity (Krippendorff 2019). Although the thematic categories
can be considered meaningful, the selection of the keywords
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themselves has considerable influence on the results of this
analysis. Other keywords or other compositions could certainly
generate different results. Likewise, a dictionary can never be
complete concerning the composition of the keywords. Nev-
ertheless, to ensure the greatest possible validity, our study
was based on an elaborate development process. The the-
matic categories are based on a well-founded DS curriculum
(GI 2019) and the allocated keywords were validated using
an iterative Delphi study with experts. However, a triangula-
tion of this research approach, for example, through a survey
among study program directors, would help to confirm the
validity.

6. Outlook

The handling of data will undoubtedly be the central com-
petence of the future (World Economic Forum 2019). In this
context, the integration of DL and DS competencies into the
breadth of higher education teaching—not only in technology-
related study programs—will be a central pillar of maintain-
ing or expanding competitive advantages (University Education
Forum on Digitization 2017). To provide this challenge with
a platform for discourse, the results of our study offer, for the
first time, a comprehensive insight into the status quo of these
integration efforts in the German higher education landscape.

A further discourse based on the results of our study might
not only evaluate this status quo concerning the future viability
of higher education teaching but also make specific sugges-
tions for its targeted further development. In this regard, the
repeatable design of this study has the potential to uncover
corresponding progress via a longitudinal investigation that
tracks not only the thematic direction but also the extent and
intensity of the integration of DS and DL competencies into
higher education.
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A. Appendix

Title: Machine Learning

Module Coordinator: N.N. Recommended Semester: 6 semester
Credits: 9 ECTS Duration: 1 semester

Workload: 150 h Course Frequency: Each semester
Admission Requirements: None Language: English

Required Knowledge: Knowledge of statistics, programming basics, and databases

Learning Outcomes:

On successful completion, students will be able to

understand the basic principles of machine learning.

understand concepts and techniques of machine learning and evaluate their potentials and limitations
compared to alternative approaches.

implement common machine learning algorithms like principal component analysis, linear regression,
logistic regression, common classification techniques, k-means, and neural networks.
implement machine learning solutions with Python.

solve practical DS problems using machine learning techniques.

Module

Contents:

Introduction to Machine Learning
Types of Machine Learning

- Supervised Learning

- Unsupervised Learning

- Semi-Supervised Learning
- Reinforcement Learning
Notation and Definitions
Machine Learning Algorithms
- Linear Regression

- Logistic Regression

- Decision Tree Learning

- K-Means Clustering

Module

Exam Type: Exam (90 minutes)

Literature:
Murphy, K. P. (2012). Machine learning: A probabilistic perspective. MIT Press.

Miller, A. C., & Guido, S. (2016). Introduction to machine learning with Python: a guide for data scientists.
O'Reilly Media, Inc.

Figure A1. Exemplary module description.
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Table A2. Data science dictionary (DSD)—coverage of keywords.

# Category Keywords (#) Coverage (#) Coverage (%)
1 Basics Mathematics & Statistics 80 75 94%
2 Advanced Mathematics & Statistics 60 45 75%
3 Basic Computer Science 86 65 76%
4 Advanced Computer Science 80 56 70%
5 Cryptography & Data Security 45 32 71%
6 Data Ethics & Data Privacy 24 20 83%
7 Data Governance 48 30 63%
8 Data Integration 120 74 62%
9 Data Visualization 35 17 49%
10 Data Mining 73 39 53%
1" Machine Learning/Deep Learning 97 77 79%
12 Business Intelligence 33 28 85%
Total 781 558 71%

Table A3. Overview of the Delphi Study.

Raw DSD Round 1 Intermediate DSD Round 2 Final DSD

[#] Agreementrate [%]  Canceled [#]  Added [#] [#] Agreementrate [%]  Canceled [#]  Added [#] [#]
Category #1 93 64.52 18 0 75 96.00 1 6 80
Category #2 65 86.15 4 0 61 93.44 1 0 60
Category #3 115 26.96 72 3 46 97.83 12 52 86
Category #4 66 50.00 24 3 45 95.56 3 38 80
Category #5 59 49.15 23 3 39 97.44 4 10 45
Category #6 34 47.06 17 1 18 100.00 2 8 24
Category #7 49 79.59 5 0 44 100.00 4 8 48
Category #8 125 94.40 53 3 75 95.87 3 48 120
Category #9 41 46.34 6 0 35 100.00 0 0 35
Category #10 57 100.00 0 0 57 100.00 0 16 73
Category #11 96 98.96 29 8 75 97.92 0 22 97
Category #12 33 75.76 0 0 33 100.00 0 0 33
Total 833 68.24 251 21 603 97.84 30 208 781




Table A4. Proportion (%) of DS categories within DS modules.
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Business Administration

Business & Information Systems Engineering

Computer Science

UAS UNI UAS UNI UAS UNI
1 Basics Mathematics & 19.6 9.3 12.4
Statistics D <0.001%+*
26.1 17.4 9.5 8.9 11.0 14.1
p =0.01* p =053 p =0.01*
#2 Advanced Mathematics 1.3 4.7 44
& Statistics D <0.001%+
10.5 135 4.5 5.1 3.8 5.2
p=0.16 p =042 p = 0.02*
#3 Basic Computer Science 18.2 328 40.6
p <0.0071***
18.6 16.8 328 329 41.4 39.7
p =044 p =098 p =037
#4 Advanced Computer 9.5 10.3 104
Science p =054
9.6 9.1 10.9 8.9 13 9.3
p =007 p =0.03* p =0.03*
#5 Cryptography & Data 15 29 29
Security D <0.001%+
1.5 1.7 33 2.1 37 1.9
p=0.73 p =0.08 p <0.007***
#6 Data Ethics & Data 2.4 34 23
Privacy p = 0.03*
2.7 17 3.9 25 3.2 1.2
p =024 p =0.06 p <0.001%**
#7 Data Governance 7.2 109 7.0
p <0.0071***
7.5 6.1 10.6 1.5 6.8 7.2
p =024 p =041 p=0.51
#8 Data Integration 8.4 6.6 6.9
p =0.09
8.8 73 7.2 5.5 7.1 6.8
p=035 p =0.08 p =061
#9 Data Visualization 2.6 1.8 2.4
p=0.17
3.2 0.7 2.0 13 25 22
p <0.001%%* p=0.14 p =048
#10 Data Mining 39 3.1 2.0
p <0.0071%***
33 5.6 2.8 37 1.6 25
p = 0.04* p=0.28 p =0.02*
#11 Machine Learning/ 19 35 4.8
Deep Learning p <0.0071%**
1.7 27 2.7 5.2 4.2 5.6
p =031 p =0.03* p =0.02*
#12 Business Intelligence 134 7.2 19
p <0.007***
15.1 8.7 8.1 55 1.6 2.1
p <0.0071*** p =0.01* p=0.23
Total [%] 100 100 100

NOTE. p-values: p >0.05; p <0.05%; p <0.01*¥; p <0.001***,
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Table A5. Top 25 keywords in each study program.

Business Adminstration Business & Information Systems Engineering Computer Science
Occurence Occurence Occurence
# | Term Frequency | (%) # | Term Frequency | (%) # | Term Frequency | (%)
N = 1,568 N =238 N=4116
1 ERP 344 6.6% | DATABASI 1124 11.8% I COMPUTER SCIENCH 3,398 33.4%
2 DATABASI 323 71.7% 2 | ALGORITHM 1,068 16.9% ALGORITHM 2,509 23,1
3| STATISTICS 287 9.5% 3 | DATA PROCESSING 769 19.0% 3 | DATABASI 1519 8,19
4 |Co 269 1,0% 4 | PROGRAMMING 640 14.7 4 | PROGRAMMING 1,459 18.2
s DATA ANALYSIS 183 9,3% S | ERP 486 7.0% S | DATASTRUCTURE 2 X
6 ANALYSIS 145 S.8% 6 | DATASTRUCTURE IRl A L 6 | OPERATING SYSTEM 716 6.5%
7 MATHEMATICS 13§ 6. 7 JOPERATING SYSTEM 169 $.3% 7 | MATHEMATICS 461 6.3%
3 REPORTING 1K $.2 & | SQ1 01 5.0% £ | HARDWARI 453 6.6
9 | PROCESSOR 4 1.8% ) | SOFTWARE DEVELOPMENT 260 74% 9 | SOFTWARE DEVELOPMENT 432 6.2
10 | PROGRAMMING 109 3% 10 | DATA MODEL 251 5.7 10 | ALGEBRA 87 5.4
1 INFORMATION TECHNOLOGY 102 0% HjusMi 243 6,3% UMl L8]] 4.2
12 [ INFORMATION MANAGEMENT 101 1A% 12 [ INFORMATION MANAGEMENT | 193 LR 12 | SO 130 1A%
13 | ALGEBRA €w 4,00 13 | ALGEBRA 175 4 13 Co 128 50
14| PROBABILITY CALCULATION 9% 18% 4 STATISTICS 173 1% 14 | VEKTOR 10§ 44%
15 | RANDOM VARIABLI 98 3.5% 1S LITSYSIEM 168 4.0° 1S | ANALYSIS 288 4.3
16 | ALGORITHM 98 3.0% 16 | DATA MINING 160 L) 16 | DISTRIBUTED SYSTEMS 288 il
17 | DIFFERENTIAL CALCULUS 88 3o% 17 | DISTRIBUTED SYSTEMS 159 e 17 | INTEGRAL 76 3
I8 | INTEGRAL 87 3.3 I8 | DATA WAREHOUSE 153 3 I8 | PROCESSOR ?m 3w
19 | LINEAR OPTIMIZATION 83 3,94 19 | SOFTWARE ENGINEERING 153 A% 19 | DATATYPE i6 v
20 | HARDWARE 81 2.8% 20| Cn 151 3.3 20 | DATA MODEL 228 2.8%
21 | DATA MODEL 81 LR 21 | VECTOR 148 33 21 | DATA VISUALIZATION 28 2.6%
22 | KNOWLEDGE MANAGEMENT 80 2.2 22 | BUSINESS INTELLIGENCE 147 % 22 | IMAGE PROCESSING 212 2.8
23 | LINEAR EQUATION SYSTEM 79 3.3% 23 | DATATYPE 136 4.3% 23 | DIFFERENTIAL EQUATION 198 240
24 | DESCRIPTIVE STATISTICS i3 3.3% 24 | INTEGRAL 129 3.1% 24 | STATISTICS 189 249
25 | DATA VISUALIZATION 69 2.9% 25 | PROCESSOR 127 3% 25 | SOFTWARE ENGINEERING 189 2.6%

Supplementary Materials

The supplementary material includes the developed Data Science Dictio-
nary (DSD).

Data Availability Statement

The data and code that support the findings of this study are
openly available on osfio at https://osf.io/wsy72/?view_only=
5cba426(fd574544aeb449663acb08f6.
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